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1 Introduction 

This document corresponds to Task 2 of the DAMASK project. Task T2 is focused on the goal O2 of the 

project: design of a clustering method based on ontologies. The inputs of this task are  (1) a data matrix ob-

ject × attribute (e.g. touristic destinations) and (2) a domain ontology. Based on those inputs, a method for 

automatically building clusters is needed. During the clustering, contextual knowledge provided by the do-

main ontology is used. Finally, an automatic interpretation process of the clusters is required, in order to 

obtain a semantic description of the clusters that can help the user in his/her decision making tasks. 

This deliverable is the result of the subtask T2-3 developed from month 13 until month 21.  The com-

plete schedule of the tasks in the DAMASK project is given in Figure 1. Task 2-3 corresponds to the study of 

the adaptation of the traditional clustering algorithms to permit the use of semantic similarity measures based 

on ontologies and linguistic terms.  

 

 

Figure 1: Tasks of DAMASK 

 

An extensive analysis of the weak points of the existing semantic similarity measures was made in Task 

2.1 and presented in deliverable D3. In this document we mainly concentrate on proposing some new seman-

tic similarity measures for pairs of objects that solve the limitations of the previous approaches with respect 

to the improvement of the clustering of objects. A special section will explain how to include this semantic 

similarity measures into some clustering algorithms.  
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The work presented in this deliverable has been done mainly as part of the Ph.D. Thesis of Montserrat 

Batet having as advisors Dr. Aïda Valls (member of DAMASK project) and Dr. Karina Gibert (from the 

Universitat Politècnica de Catalunya in Barcelona, Spain). We kindly thank the collaboration of Karina Gib-

ert with this project. 

Several publications have been obtained as a result of the work done in this task. They can be found in 

the References section. 
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2 New semantic similarity measures based on ontologies 

We have studied and contributed in the two main fields of semantic similarity computation, which were pre-

sented in Deliverable D3. These two fields are: 

1. Ontology-based measures relying on: 

1.1. Edge-counting 

1.2. Features 

1.3. Information Content (corpora-dependent or intrinsic to an ontology) 

2. Distributional measures based on: 

2.1. First-order co-occurrence 

2.2. Second-order co-occurrence (relying on corpora or on structured thesaurus glosses) 

 

In this document we will present, first, an edge-counting method for semantic similarity computation is 

proposed. It is based on the exploitation of the taxonomic knowledge available in an ontology for the com-

pared concepts. Its design aims to overcome some of the limitations and improve the accuracy of previous 

works based on edge-counting that only consider the minimum path between concepts. 

Secondly, we will summarize our proposal for a new way to measure the information content (IC) by 

exploiting the Web information distribution instead of tagged. In this manner we aim to overcome the high 

data sparseness and the need of manual tagging that corpora-based IC computation models require. After 

that, in order to minimize the ambiguity of language and improve the accuracy of IC computation, we pro-

pose a method to contextualize the IC computation by exploiting the taxonomical knowledge available in an 

ontology.  

Finally, with respect to distributional measures, in third place, we will present a contribution on colloca-

tion measures. Those measures are evaluated and compared in section 2.4 and their applicability for semantic 

clustering is analysed in section 3. A more comprehensive definition and evaluation of those proposals can 

be found in the papers indicated, as well as in the PhD thesis (Batet 2011). 

 

 

2.1  SC: Superconcept-based distance 

 

Path-based measures are computationally efficient since no pre-calculus is needed. However, due to their 

simplicity, they do not capture enough semantic evidence to provide assessments as reliable as other types of 

measures (as it will be shown in the evaluation section). Taking this into account, we have proposed a new 

similarity measure that can achieve a level of accuracy similar to corpus-based approaches but retaining the 

low computational complexity and lack of constraints of path-based measures (i.e., no domain corpus is 

needed). 



 

 

  ITAKA Group 2010                                           - 5 - 

Analyzing the basic hypothesis of path-based methods, we can notice that these measures consider the 

minimum path length between a pair of concepts, which is the sum of taxonomical links between each of the 

concepts and their LCS. The path is composed, in addition to the LCS, of nodes corresponding to non-shared 

superconcepts (i.e., subsumers of the evaluated terms), which are taken as an indication of distance. Howev-

er, if one or both concepts inherit from several is-a hierarchies, all possible paths between the two concepts 

are calculated, but only the shortest one is kept. In consequence, the resulting path length does not complete-

ly measure the total amount of non-common superconcepts modelled in the ontology (i.e., subsumers of a 

concept). Due to this reason, for complex and large taxonomies, covering thousands of interrelated concepts 

included in several overlapping hierarchies, and an extensive use of multiple inheritance (i.e. a concept is 

subsumed by several superconcepts), path-based measures waste a great amount of explicit knowledge.  

The main idea of our proposal relies on taking into account all the available taxonomical evidence 

(i.e., all the superconcepts) regarding the evaluated concepts (and not only the minimum path) could 

provide more accurate assessments. 

Let us define the full concept hierarchy or taxonomy (H
C
) of concepts (C) of an ontology as a transitive 

is-a relation H
C
  C × C. 

Let us define the set  that contains the concept ci and all the superconcepts (i.e., ancestors) of ci in a 

given taxonomy as: 

={cj ∈ C | cj is superconcept of  ci }  { ci }     (1) 

Let us represent the set of superconcepts  by a binary vector , being n the number 

of concepts of the ontology. Each element xik represents the existence of an is-a relation (considering its tran-

sitiveness) between ci and ck , k = 1..n , such as: 

 

This vector provides a simple representation of a concept and its links in a given ontology and enables an 

easy analysis of the relation between a pair of concepts ci and cj , since it allows comparing all the shared and 

non-shared superconcepts of these concepts (not only the ones in the closest path). 

Having the superconcepts represented in a vectorial form, one can define the distance between the con-

cepts in terms of those vectors. 

       (2) 

Notice that this definition has a very clear interpretation in an algebraic way. As the values in the vectors 

can only be 0 or 1, the difference  can only be equal to 1 if and only if ck  is a superconcept of ci  

and it is not a superconcept of cj (or vice versa). Therefore, this expression is, in fact, equal to the number of 

non-shared superconcepts between ci and cj. 

Based on this interpretation, the measure can be rewritten in terms of the set of superconcepts of , 

providing a more compact expression, and more efficient to evaluate in the scope of ontologies with thou-

sands of concepts. 

    (3) 

By considering concepts themselves in conjunction with the set of non-common superconcepts we are 

able to distinguish a pair of concepts that are siblings of an immediate superclass (i.e., they are siblings and 
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share their complete sets of superconcepts) from identical concepts (for which the distance will be mini-

mum). 

Notice that as it is defined now the distance only considers the non-common knowledge of the two con-

cepts. However, we are not able to distinguish concepts with very few or even no superconcepts in common 

from others with more shared knowledge. For example, as shown in Figure , the number of non-common 

superconcepts for the pair (c1, c2) and for the concepts (c3, c4) is equal, resulting in the same distance. 

   

   

However, it makes sense that the distance between c1 and c2 is lower than the distance  between c3 and c4 

due to the higher amount of shared superconcepts of the pair (c1,c2). This is also related to the assumption 

formulated by some authors (Wu and Palmer 1994) who consider that pairs of concepts belonging to an up-

per level of the taxonomy (i.e., they share few superconcepts) should be less similar than those in a lower 

level (i.e. they have more superconcepts in common). In order to take into account the amount of common 

information between a pair of concepts, we define our measure as the ratio between the amount of non-

shared knowledge and the sum of shared and non-shared knowledge.  

 

 

 
Figure 2. Taxonomy example 

 

Definition 1: SuperConcept-based distance (SC) 

 

      (4) 

As a result, this definition introduces a desired penalization to those cases in which the number of shared 

superconcepts is small. Using the previous example, now the distance between concepts has changed to a 

better approximation of the real situation. The result is smaller as bigger is the common information, and 

vice versa. 

   

  

On top of this definition of distance, we have developed two versions that introduce some additional 

properties.  
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 Euclidean SC 

 

Considering that the vectorial representation of the concepts initially considered define an Euclidean space, it 

seems natural to define a measure of comparison as the Euclidean distance between their associated vectors 

xi and xj as: 

     (5) 

Rewriting the expression (35) in terms of sets and making the same normalization explained before, we 

have defined the Euclidean superconcept based distance as follows (Batet, Sánchez et al. 2009; Batet, Valls 

et al. 2010a).  

 

Definition 2: Euclidian SuperConcept-based distance (SCEu) 

     (6) 

It is worth to note that it (6) fulfils the properties of a metric (i.e., positivity, symmetry and triangular in-

equality) because it is no more than the well-known Euclidean distance. However, after the normalization 

process, these properties have to be analyzed, because we introduce a divisor that depends on the concepts 

compared. These properties have been studied considering that the concepts are obtained from an ontology, 

having some taxonomical relation. In fact, we have shown that there is a relation between the sets of shared 

and non-shared superconcepts that permits to prove the triangular inequality (Batet, Valls et al. 2010a).  

 

 Logarithmic SC 

 

Reinterpreting the distance proposed in (35) in terms of information theory, one can see the amount of shared 

and non-shared superconcepts as a measure of shared and non-shared information between concepts. In this 

context, a non-linear approach is considered the optimum for evaluating semantic features (Al-Mubaid and 

Nguyen 2006). So, we have introduced the inverted logarithm function, transforming the measures into a 

similarity (Batet, Sánchez et al. 2010; Batet, Sanchez et al. 2010b). 

 

Definition 3:  Logarithmic SuperConcept-based similarity (SClog) 

 

     (7) 

 

Summarizing, our approach makes a more extensive use of the taxonomical information provided by the 

ontology because it takes into account all the available knowledge given by the different paths that connect 

the two concepts.  We assume that, in this way, we will be able to improve the accuracy of the estimations by 

better capturing what is explicitly modelled in the ontology.  

Computationally, our measure retains the simplicity of most path-based approaches, being much simpler 

than the calculus needed to estimate the information distribution in a corpus or to pre-process it.  
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2.1.1 Dealing with polysemic terms 

 

The case of polysemic words has been also studied. Frequently, polysemic terms can be found in the data-

bases that are going to be analysed with clustering techniques. This is due to the fact that the words available 

are not linked to concepts univocally. In fact, semantic similarity has been developed for any other kind of 

applications dealing with text, where the ambiguity of the words is also a matter of study (Budanitsky and 

Hirst 2006). For general ontologies such as WordNet, polysemic words correspond to several concepts (i.e., 

one per word sense) which can be found by mapping words to concept synsets. A proper disambiguation of 

input terms may solve the ambiguity, assigning input words to unique ontological concepts. If the manual 

disambiguation is not possible, several pairs of concepts may be retrieved for a pair of polysemic words (in 

WordNet 2, polysemic nouns correspond to an average of 2.77 concepts
1
). 

In previous works, polysemic words are tackled by retrieving all possible concepts corresponding to a 

term. Then, the similarity for each possible pair of concepts is computed and, as the final result, the maxi-

mum similarity value obtained is selected. The rationale for this criterion is that in order to evaluate the simi-

larity between two non-disambiguated words (i.e., no context is available), human subjects would pay more 

attention to their similarities (i.e., most related senses) rather than their differences, as it has been demon-

strated in psychological studies (Tversky 1977). Therefore, we have taken the same approach to solve this 

problem, taking the maximum similarity value obtained for all the possible combinations. 

 

Definition 4: The generalized distance measure which is able to deal with polysemic terms is defined as: 

)','(min),(

'
'

baSCbaSC

Bb
Aa

dgeneralize




       
(8) 

where A is the set of concepts (i.e., word senses) for the term a, and equally for term b.  The same expression 

can be applied to the Euclidian and logarithmic versions of the measures (6) (7). 

 

2.2 Contextualizing IC computation with ontologies  

 

Measures based on the IC of concepts require tagged corpora in order to provide accurate assessments. The 

fact that available corpora typically consist of unstructured or slightly structured natural-language text im-

plies that a certain degree of pre-processing is needed to extract implicit semantic evidence and to provide 

accurate results. In general, the more the pre-processing of the corpus is performed (in order to reduce noise 

or language ambiguity), the more accurate the results can potentially be. In fact, the size of corpora needed to 

provide good assessments is so big (millions of words) that their pre-processing introduces a serious compu-

tational burden. Therefore, even though a corpus-based approach may lead to accurate results, their depend-

ency on data availability, suitability and pre-processing usually hampers their applicability.  

To overcome these limitations, a completely unprocessed and massive corpus as the Web will be ex-

ploited to assess reliable estimations of concept appearance probabilities. In this manner we aim to minimize 

data sparseness observed for related works relying on high quality but reduced corpora. To solve the prob-

lems detected, we proposed a new way of computing IC from the Web, taking in a taxonomically coherent 

                                                

1
 http://wordnet.princeton.edu/wordnet/man2.1/wnstats.7WN.html 
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manner (i.e., monotonically increasing as concepts are specialized) and minimizing language ambiguity. This 

approach is based on the taxonomical knowledge given by ontologies.  

The definition and evaluation is published in (Sánchez, Batet et al. 2009).  

 

2.2.1 Web-based Information Content 

 

We propose to estimate the IC of a concept from the Web with the ratio presented in Definition 5 

(Sánchez, Batet et al. 2009; Sánchez, Batet et al. 2010a). 

 

Definition 5: Web-based Information Content (IC_IR) of a concept ‘a’ is defined as: 

M

aH
apaIRIC

web

)(
log)(log)(_ 22      (9) 

where pweb(a) is the probability of appearance of word ‘a’ in a web resource. This probability is estimated 

from the Web hit counts returned by Web IR tool (denoted as H ) when querying the term ‘a’. M is the total 

number of resources indexed by a Web search engine. 

In this manner, the classical IC-based measures presented in deliverable D3 can be directly rewritten by 

incorporating the Web-based IC computation (IC_IR). Three examples are the following: 

 

 Resnik (Resnik 1995) measure can be rewritten as follows: 

 
 

M
IR

baLCSH
baLCSIRICbasimres

),(
log),(_),(_              (10) 

 Lin measure (Lin 1998) can be rewritten as follows: 

    

 





























MM

M

bHaH

baLCSH

bIRICaIRIC

baIRsim
baIRsim

res
lin

)(
log

)(
log

),(
log2

__

),(_2
),(_   (11) 

 Jiang & Conrath distance measure (Jiang, Conrath 1997) can be rewritten as follows: 

 

    

 




















M

baLSCH
x

M

bH

M

aH

basimbIRICaIRICbadis IRIR resjcn

),(
log2

)(
log

)(
log

),(2__),( __

     (12)
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2.2.2 Contextualized Information Content from the Web 

 

After a large analysis of the results obtained with Web-based IC, we detected some weak points. Mainly, 

estimating concept probabilities from absolute term web hit counts without further manual processing can 

lead to very inaccurate results. Several issues related with language that affect to this estimation can be iden-

tified: 

 

1) Absolute word usage in a corpus is a poor estimation of concept probability. This may lead to incoherent 

computation of the IC of the concept with respect to the underlying subsumption hierarchy. For example, 

the word mammal, as a subsumer of dog is much less frequent than the later in a general corpus like the 

Web. This may affect the monotony of the IC_IR associated to the taxonomy. This is usually solved in 

Resnik-based similarity measures by computing all individual occurrences of each concept and adding it 

to its subsumers. However, implementing this solution for the Web will lead to an enormous amount of 

web queries to recursively compute occurrences of all the concept’s specializations, as well as, a heavy 

dependence on the corpus and ontology (re-computation will be needed to keep results up-to-date). 

2) Language ambiguity may cause different problems: on one hand, different synonyms or lexicalizations of 

the same concept may result in different IC_IR values (e.g. dog is much more frequent than canis
2
), in-

troducing bias. On the other hand, the same term may have different senses and, in consequence, corre-

spondences to several concepts. In that last case, the computed term IC_IR will be the sum of IC_IR for 

all the associated concepts (e.g. IC of dog computed from a corpus includes appearances referring to a 

mammal and a hot dog, among other possible senses). In classical approaches (Resnik 1995; Hotho, 

Maedche et al. 2002) those problems were omitted by using a corpus tagged at a concept level based on 

WordNet synsets, rather than a word-level analysis. Therefore, they avoid potentially spurious results 

when only term (not concept) frequencies are used (Resnik 1995). In a more general approach, where the 

IC of a concept is computed from estimated term occurrences in the Web, ambiguity may cause inconsist-

encies if the context is not taken into consideration. 

 

 

In (Sánchez, Batet et al. 2010b) several detailed examples of these situations were reported.  

In order to avoid these incorrect results, we have redefined the way in which concept probabilities for IC 

computation are estimated from the Web. in this section we present a new way to coherently compute con-

cept’s IC from word’s Web hit counts for similarity assessment using a reduced number of queries (Sánchez, 

Batet et al. 2010b).  

We propose to compute the probability of appearance of a concept from the Web hit counts in a scalable 

manner, by contextualizing the concept appearances in the scope of its subsumer. The hypothesis is that the 

hit count of an explicit query of the co-occurrence of the concept and its subsumer provides a better estima-

tion of the probability of appearance in the Web than the query of the concept alone. This relies on the fact 

that the explicit appearance of a concept’s subsumer in the same context as the concept is considered as an 

explicit evidence of the correct word sense, aiding to minimize language ambiguity.   

From the technical point of view, Web search engines natively support word co-occurrences from espe-

cially formulated queries (using logic operators such as AND or +). Using this feature, we force the co-

occurrence between the subsumer (e.g. mammal) and each of the subsumed terms (e.g. dog) in the web query 

                                                

2
 Occurrence of the word dog is 201 millions, while canis is 2 millions, computed from Bing (Nov. 9th, 

2008) 
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ensuring that the IC_IR of the subsumed term (computed as H(dog AND mammal)) is higher than its sub-

sumer (computed as H(mammal)). It is important to note that, in the case in which a concept is represented 

by several words (e.g. persian cat), double quotes should be used to maintain the context.  

In addition, contextualizing the search aids to minimize ambiguity of absolute word appearance counts. 

For example, computing the occurrence of the term dog (referred as an mammal) in a corpus may give an 

idea of the word’s appearance probability considering all its possible senses (i.e. associated concepts like 

animal, but also fast food); however, forcing the occurrence of dog and mammal (being mammal the LCS of 

dog and another concept such as cat) will introduce additional contextual information about the preferred 

word sense. Obviously, this implies a reduction of the corpus evaluated for the statistical assessment (i.e. 

only explicit co-occurrences are considered) and a subestimation of the real concept probability. Certainly, 

there will be many documents referring to the concept of dog as a mammal which will not explicitly include 

the word mammal in the text.  However we hypothesize that, on one hand, considering the enormous size of 

the Web, data sparseness problems are minimized (Brill 2003). On the other hand, from the similarity com-

putation point of view, the comparison of subestimated probabilities of the concepts will lead to more accu-

rate assessments than probabilities based on absolute word occurrences.    

Notice that using this approach we implicitly consider that each document of a corpus is typically using 

each word (which represents a web hit in a search engine) unambiguously. Disambiguation of term appear-

ances at a document level is based on the observation that words tend to exhibit only one sense in a given 

discourse or document (context). This fact was tested by (Yarowsky 1995) on a large corpus (37.232 exam-

ples), obtaining a very high precision (around 99%).  

From the similarity computation point of view, we propose that the subsumer used to contextualize web 

queries is the LCS of the pair of evaluated concepts in a given taxonomy. In this manner, we define the Web-

based Contextualized Information Content (CIC_IR) for a pair of concepts as follows (Sánchez, Batet et al. 

2010b): 

 

Definition 6: For any pair of concepts a and b contained in a taxonomy T, the Web-based Contextualized 

Information Content (CICT_IR) of a with respect to b is:   

M

baLCSANDaH
apaIRCIC

T

bwebbT

)),((
log)(log)(_ 22    (13) 

where pweb(ab) is the subestimated probability of concept a in the Web when computing its similarity against 

b. The least common subsumer, LCST(a,b), is obtained from the taxonomy T which contains a and b. Then, 

the probability is computed from the Web hit counts returned by a search engine when querying the terms a 

and LCST(a,b) at the same time (using AND or ‘+’ logic operators). M is the total number of resources in-

dexed by the web search engine.  

Equally, for b with respect to a:   

M

baLCSANDbH
bpbIRCIC

T

awebaT

)),((
log)(log)(_ 22    (14) 

As stated above, this is a subestimation of concept’s probability. Note that the presented formula is differ-

ent to the conditioned probability of the term with respect to the LCS (i.e. p(a|LCS(a,b)) = hits(a AND 

LCS(a,b))/hits(LCS(a,b))). The conditioned probability calculation, due to the denominator, will introduce 

the recursive problem of LCS concept probability estimation from absolute word hit counts, which we try to 

avoid.  

With the proposed approach there is a relation between the original IC_IR expression and the contextual-

ized version defined above.  
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Proposition 1. The IC_IR of the subsumer is always inferior to the CICT_IR of its subsumed terms. 

))(_),(_min()),((_ aTbT bIRCICaIRCICbaLCSIRIC             (15) 

This guarantees that the subsumer will be more general -less informative- than its specializations, because 

the IC of the specializations are computed in the context of the documents covering the subsumer. In conse-

quence, from the similarity computation point of view, IC values will be taxonomically coherent. 

It is important to note that, with this method, only one web query is needed to estimate the IC of each 

evaluated concept. So, the cost for a given pair of concepts with one LCS in common is constant. In addition, 

modifications in the taxonomy, which may affect Resnik-like IC computation (like adding a new sibling to 

the taxonomic specialization of a given subsumer), does not influence the calculation of CICT_IR. In conse-

quence, our approach is more scalable and more independent to changes in the knowledge base. 

 

Two examples of contextualized semantic similarity measures are given below. 

 

 The Web-based contextualized version of the Lin similarity measure (simlin_ CICT_IR) between concepts 

a and b contained in the taxonomy T is defined as follows: 
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  (16) 

 

 

 The Web-based contextualized version of the Jiang & Conrath measure (dislin_ CICT_IR) for concepts a 

and b contained in the taxonomy T is defined as follows: 
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The evaluation section shows that the performance of both measures is greatly improved by the inclusion 

of CICT_IR because, even though concept probabilities have been subestimated, they are based in less am-

biguous Web occurrences (Batet 2011).  

 

2.2.3 Dealing with polysemy and synonymy 

 

IC-based measures tackle polysemy by in the same manner as edge-counting approaches. For polysemic 

cases the strategy will be the same as presented before: all the LCSs available through the several taxonomic 

paths are retrieved, the similarity measure is computed for each of them and highest value (or lowest for 

dissimilarity) is taken.  
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In the case of synonyms (i.e. different textual forms are available for the same concept) one may consider 

to add the hit counts for the queries constructed with the available LCS synonyms. For example, being dog 

and canis synonyms of the subsumer of terrier, we can compute H(terrier AND dog NOT canis) + H(terrier 

AND canis NOT dog) + H(terrier AND canis AND dog). However, in cases with a large set of synonyms 

(which is common in WordNet), a large amount of queries are needed, because they must include all the 

possible synonym combinations, as well as, a considerable number of keywords (resulting in a query which 

length may be not supported by typical web search engines). In addition, the final value will accumulate a 

considerable error derived from the individual errors inherent to the estimated hit counts provided by the 

search engine. Finally, this will make the similarity results dependant on the synonym coverage of each con-

cept. Instead, we opted to consider each LCS synset synonym individually, computing the similarity value 

for each one and taking as a result the highest one (the lowest for dissimilarity measures). In this way, the 

LCS would correspond to the word that best contextualizes the queries (i.e. the less ambiguous textual form). 

During the research, we observed that this strategy leads to more accurate results than considering the sum of 

synonyms hit counts.  

 

2.3 Analyzing collocation measures 

As stated in the introduction, there exist other measures which seek for the co-occurrence between terms in 

order to estimate their correlation. In this case, they are completely unsupervised, as no background 

knowledge (a part from an unprocessed corpus) is employed. Those measures have been applied in similarity 

estimation based on the relation that exists between term co-occurrence in a corpus and their similarity 

(Spence and Owens 1990).  

In order to statistically assess the degree of correlation and, as stated above, the similarity between words, 

standard collocation functions have been proposed. Formally, they are defined in the following way: 

      
 
   bpap

abp
bac

k

k ),(                      (18) 

, being p(a) the probability that the word a occurring within the text and p(ab) the probability of co-

occurrence of words a and b. Here, the collocation of a and b is defined as the comparison between the prob-

ability of observing a and b together with respect to observing them independently. If a and b are statistically 

independent, the probability that they co-occur is given by the product p(a)p(b). If they are not independent, 

and they have a tendency to co-occur in a corpus, p(ab) will be greater than p(a)p(b). Therefore the ratio 

between p(ab) and p(a)p(b) is a measure of the degree of statistical dependence between a and b (Turney 

2001).  

The most typical forms of collocation functions are the Symmetric Conditional Probability (SCP), defined 

as c2 (Ferreira da Silva and Lopes 1999) and the Pointwise Mutual Information (PMI), defined as log2c1 

(Church et al. 1991). In the latter case, the measure can be expressed in terms of the IC for a when we ob-

serve b and IC for b when we observe a (17). 
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Considering the Web as a valuable corpus from which compute reliable statistics about information dis-

tribution, PMI was adapted by (Turney 2001) to approximate concept probabilities using the hit counts of a 

web search engine. The equation is specified as follows:   
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However, from previous investigations (Downey et al. 2007), SCP have outperformed PMI by a large 

margin in the task of assessing similarity values for pairs of words, as it is less dependent on the order of 

magnitude of occurrence values. In the same manner as Turney (Turney, 2001), SCP can be adapted to com-

pute concept probabilities from web hit counts (Downey et al. 2007). 
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Even though both measures have been applied to the task of evaluating concept relatedness (Downey et 

al. 2007; Etzioni et al. 2005), due to their lack of semantics, they offer a limited performance (Lemaire and 

Denhère 2006). This is caused by the inaccurate concept probability estimation from absolute word hit 

counts. In addition, decontextualized term co-occurrences in a document may be indicative of relatedness 

(Patwardhan and Pedersen 2006) but not necessarily of semantic similarity (Lemaire and Denhière 2006).  

 

2.3.1 Contextualizing collocation measures 

 

In order to overcome the presented problems of Web-based collocation measures due to their lack of seman-

tics, we have proposed a solution consisting on estimating concept probabilities by means of the taxonomy 

information, using the CICT_IR measure. The idea is again to contextualize the queries using the LCS of the 

terms evaluated. In order to properly assess the concepts co-occurrence from the Web in a contextualized 

manner, we extend the CICT_IR definition (Definition 6) in the following way: 

 

Definition 7. For any pair of concepts a and b contained in a taxonomy T, the Web-based Contextualized 

Information Content (CICT_IR) of the co-occurrence of a and b is:  

 
webstotal
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abpabIRCIC T
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, where pweb(ab) is the probability of co-occurrence of concepts a, b, estimated from the co-occurrence of 

words a, b and LCST(a,b) in the Web, which is computed from the web hit counts of a web search engine.  

 

This function permits to minimize term co-occurrence ambiguity, using the information of the taxonomic 

structure. In fact, co-occurrence will be biased by the ontological knowledge to the taxonomical side due to 

the additional semantics provided by the inclusion of the subsumer.  

In order to introduce CICT_IR to collocation measures, we have rewritten the classical collocation defini-

tion in terms of IC by including the log2 function. More details are given in (Sánchez, Batet et al. 2010b). 

 

Definition 8. Given the concepts a and b, the collocation measure expressed in terms of concept’s IC is de-

fined as follows: 
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This new version can be directly contextualized by means of the CICT_IR calculation, which takes into 

account the information provided by the taxonomy T that includes a and b.    

 

Definition 9. Given the concepts a and b, their Web-based Contextualized Collocation measure is defined as: 
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As explained, PMI and SCP are two common forms of ck that are used for concept similarity estimation. 

Using the presented notation, c1_ CICT_IR will correspond to PMI_CICT_IR and c2_CICT_IR will correspond 

to SCP_CICT_IR. It is expected that the SCP will have better results also in this version as it has offered the 

best performance in its original form. 

 

 PMI computation when introducing CICT_IR for concepts a and b in the taxonomy T is defined as fol-

lows: 
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 IC-based SCP computation when introducing CICT_IR for concepts a and b in the taxonomy T is defined 

as follows: 
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 Note that the total_webs constant is simplified as it is common to the numerator and denominator. 

 

The mathematical operations of this similarity measure were studied in (Sánchez, Batet et al. 2010b), prov-

ing that it fulfills symmetry, maximality and positiveness. 

Moreover, in the same paper, the case of polysemic and synonym terms was considered. We proposed a gen-

eralized version of the collocation-based functions for the case of multiple subsumers and synonyms availa-

ble in the taxonomy T. 
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,where S(a,b) is the set of textual form (synonyms) of all the LCS that subsume a and b in the given taxono-

my T.  
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2.4 Tests 

The evaluation of the semantic similarity measures explained in this deliverable was done following the 

same procedure explained in Deliverable D3. 

It consists on using data benchmarks consisting of word pairs whose similarity was assessed by a set of 

humans. The goal is to obtain a high correlation between the similarity values given by the humans and the 

estimated similarity calculated with some of the measures proposed. 

If the two rating sets are exactly the same, the correlation coefficient is 1, whereas 0 means that there is 

no relation. Spearman’s and Pearson’s correlations coefficients have been commonly used in the literature; 

both are equivalent if the ratings sets are ordered (which is the case). They are also invariant to linear trans-

formations which may be performed over the results such as a change between distance and similarity by 

changing the sign of the value or normalizing values in a range.  

We have performed test with general purpose benchmarks such as the one defined by Rubenstein and 

Goodenough (Rubenstein and Goodenough, 1965), in which a group of 51 students, all native English speak-

ers, assessed the similarity of 65 word pairs selected from ordinary English nouns on a scale from 0 (seman-

tically unrelated) to 4 (highly synonymous). Miller and Charles (Miller and Charles, 1991) re-created the 

experiment in 1991 by taking a subset of 30 noun pairs whose similarity was reassessed by 38 undergraduate 

students. Resnik (Resnik, 1995) replicated again the same experiment in 1995, in this case, requesting 10 

computer science graduate students and post-doc researchers to assess similarity. Finally, Pirro (Pirró, 2009) 

replicated and compared the three above experiments in 2009, involving 101 human subjects, both English 

and non-English native speakers.  

We have taken the correlation values reported by related works for Rubenstein and Goodenough’s and 

Miller and Charles’ benchmarks in order to compare our results. The support ontology is WordNet.  

WordNet (Fellbaum 1998) is a domain-independent and general purpose ontology/thesaurus that de-

scribes and organizes more than 100,000 general English concepts, which are semantically structured in an 

ontological fashion. It contains words (nouns, verbs, adjectives and adverbs) that are linked to sets of cogni-

tive synonyms (synsets), each expressing a distinct concept (i.e., a word sense). Synsets are linked by means 

of conceptual-semantic and lexical relations such as synonymy, hypernymy (is-a), six types of meronymy 

(part-of), antonymy, complementary, etc. The backbone of the network of words is the subsumption hierar-

chy which accounts more than an 80% of all the modelled semantic links, with a maximum depth of 16 

nodes. The result is a network of meaningfully related words, where the graph model can be exploited to 

interpret the meaning of the concept. 

WordNet 2 is the most common version used in related works. In cases in which the original authors 

used an older version (WordNet 2 was released in July 2003), we took a more recent replication of the meas-

ure evaluation performed by another author in order to enable a fair comparison. As a result, we picked up 

results reported by authors in papers published from 2004 to 2009.   

We have also performed some tests on biomedical benchmarks. In the last few years, the amount of clin-

ical data that is electronically available has increased rapidly. Digitized patient health records and the vast 

amount of medical and scientific documents in digital libraries have become valuable resources for research. 

However, most of these information sources are presented in unprocessed and heterogeneous textual formats. 

Semantic technologies play an important role in this context enabling a proper interpretation of this infor-

mation.  

Pedersen et al. (Pedersen, Pakhomov et al. 2007) stated the necessity of having objectively scored da-

tasets that could be used as a direct means of evaluation in the biomedical domain. Thus, they created, in 

collaboration with Mayo Clinic experts, a benchmark referring to medical disorders. The similarity between 
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term pairs was assessed by a set of 9 medical coders who were aware of the notion of semantic similarity and 

a group of 3 physicians who were experts in the area of rheumatology. After a normalization process, a final 

set of 30 word pairs were rated with the average of the similarity values provided by the experts in a scale 

between 1 and 4. The correlation between the physicians was 0.68, whereas the correlation between medical 

coders achieved a value of 0.78.  

Pedersen et al. (Pedersen, Pakhomov et al. 2007) used that benchmark to evaluate most of the measures 

based on path length and information content, and their own context vector measure, by exploiting 

SNOMED CT as the domain ontology and the Mayo Clinical Corpus and Thesaurus as corpora. Al-Mubaid 

and Nguyen (Al-Mubaid and Nguyen 2006) also used that benchmark and SNOMED CT to evaluate path-

based measures considered in this document.  

SNOMED CT (Systematized Nomenclature of Medicine, Clinical Terms) is an ontological/terminological 

resource distributed as part of the UMLS (Unified Medical Language System) of the US National Library of 

Medicine. It is used for indexing electronic medical records, ICU monitoring, clinical decision support, med-

ical research studies, clinical trials, computerized physician order entry, disease surveillance, images indexa-

tion and consumer health information services. It contains more than 311,000 active concepts with unique 

meanings and formal logic-based definitions organized into 18 overlapping hierarchies: clinical findings, 

procedures, observable entities, body structures, organisms, substances, pharmaceutical products, specimens, 

physical forces, physical objects, events, geographical environments, social contexts, linkage concepts, quali-

fier values, special concepts, record artifacts, and staging and scales. Each concept may belong to one or 

more of these hierarchies by multiple inheritance (e.g. euthanasia is an event and a procedure). Concepts are 

linked with approximately 1.36 million relationships. In such a complete domain ontology, is-a relationships 

have been exploited to estimate term similarity, even though much of the taxonomical knowledge explicitly 

modelled is still unexploited. The SNOMED CT ontology, has proven to have very good concept coverage 

of biomedical terms (Lieberman, Ricciardi et al. 2003; Penz, Brown et al. 2004; Spackman 2004) and it has 

been adopted as reference terminology by some countries (e.g. UK, USA, Spain), and some organizations 

(e.g. UK's National Health Services, ASTM International's Committee E31 on Healthcare Informatics, Fed-

eral Drug Administration) (Cornet and Keizer 2008).  

 

2.5 Discussion 

All the semantic similarity measures proposed have been compared to related works as explained in the pre-

vious section. Here we report briefly the results. More details can be found in the indicated publications.  

2.5.1 Superconcept-based distance 

Compared to other ontology-based measures, it is interesting to note that our approach’s accuracy surpasses 

the basic edge-counting approaches. In general, in complex and detailed ontologies like WordNet, where 

multiple taxonomical paths can be found connecting concept pairs (overlapping hierarchies), path-based 

measures waste explicitly available taxonomical knowledge as only the minimum path is considered as an 

indication of distance. Only the Li et al.,’s measure is able to achieve a very similar accuracy when the ap-

propriate scaling parameters are empirically chosen. Feature-based approaches’ correlations are also sur-

passed, even though they are based on other non-taxonomical features and weighting parameters. This shows 

that taxonomical knowledge plays a more relevant role in stating term similarity than other more scarce fea-

tures which are typically poorly considered in available ontologies.  

The same situation is repeated for corpus-based IC measures, showing that the exploitation of high qual-

ity taxonomical knowledge available in ontologies provides even more reliable semantic evidences than un-
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structured textual resources. This is coherent to what it is observed for approaches computing IC in an intrin-

sic manner, which, conceptually, follow a very similar principle as our approach. In their case, similarity is 

computed as a function on the number of hyponyms whereas in our case it is estimated as a function of over-

lapping and non-overlapping hypernyms. The only case in which they surpass our measure’s correlation is 

when IC is computed as Zhou et al.’s (Zhou, Wang et al. 2008), in which a weighting parameter is intro-

duced to optimize the assessment.  

It is worth to note that in the test with biomedical benchmarks, context vector measures significantly 

surpass the SC method. High correlations are obtained when a huge amount of data (1 million clinical notes) 

is used to create the vectors. One can see how the accuracy of the measure decreases when a narrower corpus 

is used. This dependency on the corpus size implies that the amount of processing needed to create the vec-

tors from such an amount of data is not negligible. Moreover, the highest correlation is only obtained when 

using a particular subset of data, which corresponds to the descriptions of diagnostics and treatments.  

From the runtime point of view, in our approach only the set of subsumers (with dozens instead of thou-

sands of elements) must be compiled. As a result, our approach is more efficient, general and easily applica-

ble for different domains and ontologies, and it does not need training.  

Summarizing, our approach is able to provide a high accuracy without any dependency on data availa-

bility, data pre-processing or tuning parameters for a concrete scenario. As it only relies on the most com-

monly available ontological feature (is-a), our measure ensures its generality as a domain-independent pro-

posal. At the same time, it retains the low computation complexity and lack of constraints of edge-counting 

measures as it only requires retrieving, comparing and counting ontological subsumers. This ensures its 

scalability when it must be used in data mining applications, which may require dealing with large sets of 

terms (Batet, Valls et al. 2008; Armengol 2009).  

Compared to other approaches based on taxonomical knowledge, the exploitation of the whole amount 

of unique and shared subsumers seems to give solid semantic evidence of semantic resemblance. First, the 

distinctive features implicitly include information about the different paths connecting the pair of terms. In 

the same manner, the depth of the Least Common Subsumers of those concepts is implicitly included in the 

set of shared subsumers (i.e., the deeper the LCS, the higher the amount of common features). Other features 

that have been identified in the literature, such as relative taxonomical densities and branching factors, are 

also implicitly considered, being all of them useful dimensions to assess semantic similarity.  

As any other ontology-based measure, the final accuracy will depend on the detail, completeness and 

coherency of taxonomical knowledge. Moreover, most of the improvements achieved by our approach are 

derived from the fact that similarity is estimated from the total set of subsumers considering the different 

taxonomical hierarchies. Due to the definition of the measure as a ratio, we can use this measure also in 

small domain-specific or even application ontologies built for a very specific problem. 

2.5.2 Contextualized information content 

In our experiments, the results of the proposed modifications to IC-based similarity measures (sim-

lin_CICT_IR, distjcn_CICT_IR,) have been compared against their original forms computed also from the Web 

(Sánchez, Batet et al. 2010a; Sánchez, Batet et al. 2010b). In all cases, we have used the Web hit counts to 

estimate probabilities and compute concept’s IC. This compares the contextualized and non-contextualized 

web-based concept probability assessment. The performance of each measure is also evaluated by computing 

the correlation of the values obtained for each word pair against the human ratings. All the measures have 

been tested using the Web as corpus. We have also ensured the same conditions, executing the tests at the 

same moment (to minimize variance due to web-IR estimation changes).  

Classical IC-based measures perform poorly when only absolute word occurrences are used to assess 

concept probabilities (i.e. no tagged corpus is available). The inclusion of the contextualized version of IC 
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computation in Lin and Jiang & Conrath improves the results, due to the additional context. As a result, they 

clearly outperform the basic versions, almost doubling the correlation value.  

Although the contextualized approach obtains subestimations of the real observations, it has provided 

good results. This shows, on the one hand, that even reducing the size of the corpus, the Web provides 

enough resources to extract reliable conclusions. On the other hand, the calculated probabilities, even subes-

timated, lead to better similarity assessments due to the minimized ambiguity. It is important to note that this 

approach is able to provide taxonomically coherent IC estimations with a constant -low- number of web que-

ries for non-polysemic ontologies. Resnik-like approaches would require and exponential amount of calculus 

according to concept’s branching factor of specializations, hampering the scalability of the approach. For 

polysemic cases, the number of queries is linear to the number of LCS available for the pair of evaluated 

concepts.  

 

2.5.3 Contextualized collocation measures 

In our experiments, the results of the proposed modifications to Resnik-based and collocation-based 

similarity measures (simlin_CICT_IR, distjcn_CICT_IR, PMI_CICT_IR, DisSCP_ CICT_IR) have been compared 

against their original forms. In all cases, we have used the Web hit counts to estimate probabilities and 

compute concept’s IC.  

Analyzing the values, in general, we can say that they tend to outperform IC-based measures when using 

the Web as a corpus. Considering that they do not require any background taxonomy, they are an effective 

unsupervised way to assess concept’s relatedness. Under the same conditions, SCP outperforms PMI by a 

considerable margin. Introducing the contextualized taxonomy-based IC computation to collocation 

measures, we observe clear improvements. As stated before, the added knowledge biases the corpus statisti-

cal analysis towards the correct word sense and guides the occurrence analysis to the taxonomic side. As 

expected, SCP-based function outperforms again its PMI counterpart. This is an expected improvement ob-

tained at the cost of requiring a background taxonomy. In a more fair comparison (as both measures exploit a 

taxonomy). However, SCP does not include the ambiguous estimation of LCS’s IC, which results in a more 

accurate assessment. At the end, SCP_CICT_IR have been able to obtain a correlation which is only a 7% 

worse than the original Resnik-based measures. This shows the reliability of Web-based statistics when lan-

guage ambiguity is tackled. 
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3 Semantic similarity measures into clustering algorithms 

In Deliverable D3 a description and classification of clustering methods was presented. Two main families of 

methods are distinguished: hierarchical and partitional. 

When the purpose of the clustering is mainly knowledge discovery (i.e. find new structures with a data 

mining process), hierarchical algorithms offer better features. On the one hand, hierarchical algorithms are 

more versatile than partitional algorithms. The hierarchical representation provides very informative descrip-

tions and visualization for the potential data clustering structures. Moreover, the dendrogram obtained as a 

result of the clustering provides the inner structure of the data set. They are also non-order-dependent, which 

guarantees stability of results by permutations of the rows of data matrix. On the other hand, the hierarchical 

process requires a major time complexity, quadratic in most cases, what makes some of these algorithms 

prohibitive for massive data sets analysis. Another disadvantage is that they suffer from their inability to 

perform adjustments once the merging decision is made (i.e. once an object is assigned to a cluster, it will 

not be considered again), which means that hierarchical algorithms are not capable of correcting a possible 

previous misclassification. 

When the purpose of the clustering is to find some partition of the objects regarding their similarities, 

partitional algorithms are used. The time and space complexities of the partitional algorithms are typically 

lower than those of the hierarchical algorithms (Day 1992). In particular, partitional methods have ad-

vantages in applications involving large data sets for which the construction of a dendrogram is computa-

tionally prohibitive (Jain, Murty et al. 1999) (Everitt, Landau et al. 2001). The main drawback of partitional 

algorithms is how to make the choice of the number of desired output clusters. In the case of hierarchical 

methods, they do not require the number of clusters to be known in advance as the final clustering results are 

obtained by cutting the dendrogram at different levels, and several criteria provide the best level where to 

cut. Partitional algorithms suffer from the problem of getting trapped in a local optimum and therefore being 

dependent on the initialization. Some approaches to find a global optimum introduce additional parameters 

that can be adjusted to the characteristics of the domain.  

Both approaches (partitional and hierarchical) share some components that are the clue for merging or 

splitting the objects. The main one is the measure of the distance or dissimilarity between a pair of individu-

als.  

In this project, a data matrix with different types of values will be considered (see Deliverable XX). We 

will consider numerical, nominal (i.e. non-ordered categorical values) and semantic features. Semantic fea-

tures are an extension of categorical features, which have a non fixed and large set of possible values, with-

out any order or scale of measurement defined between terms.  

In Deliverable D3 the dissimilarity and distance functions for numerical and categorical data were pre-

sented. In this document, in section XX, new semantic similarity functions have been proposed. 

To combine different types of attributes into a single measure we will use the approach of Compatibility 

Measures (see the introduction in Deliverable D3). It permits the combination of the contribution of numeri-

cal, nominal and semantic features into a global function. After the definition of this compatibility operation, 

any of the semantic similarity functions could be used to deal with the comparison of semantic values (i.e. 

terms corresponding to concepts). Some preliminary work in such a compatibility measure has already been 

proposed by the research team of this project in (Batet et al., 2008).  

We propose the following expression for the compatibility measure: 
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The first component corresponds to the Euclidean distance used for numerical data, the second compo-

nent is the contribution of categorical feature according to the Chi-squared metrics. In particular, we have 

used a decomposition of the χ
2 

metrics calculation prosed in (Gibert, Nonell et al. 2005). Finally, the third 

component )',(
2

iikds corresponds to the contribution of semantic feature, which can be computed using any of 

the exiting measures presented before.  

According to the principles of compatibility measures proposed by Anderberg (Anderberg 1973), the 

contribution of a single feature to the final distance is different depending on its type and it can be computed 

per blocks, regarding the types of the considered variables. So, this expression permits to associate a weight 

to each component, giving different importance to numerical, categorical and semantic attributes.  

With respect to the semantic similarity measure, any of the existing functions can be incorporated into 

this compatibility measure. The advantages and drawback of each approach were discussed in Deliverable 

D3, and they have also been reviewed in section 2.  

Path-based approaches are quite adequate because they only relies on taxonomic ontological knowledge, 

lacking of corpora-dependency or parameter-tuning, being also computationally efficient. In particular, the 

results reported by the Superconcept-based measure (SC) suggest a promising accuracy, improving the corre-

lations reported by most of other ontology-based and corpora-based approaches, while minimizing the con-

straints that may hamper their applicability both from the computational efficiency and resource-dependency 

points of view.  

After this study, the SC measure has been selected to make a first analysis of the behaviour of semantic 

similarities in clustering. 

Comparing the two versions of SC, named SClog and SCEu, we have observed that the one framed in the 

information theory, which uses the inverted logarithm to smooth the evaluation of common an non-common 

subsumers provides the best accuracy. However this functions is not a distance (i.e. it does not fulfil the 

properties of a metric: positivity, symmetry and triangular inequality. On the other hand, SCEu is a metric as 

proved in (Batet, Valls et al. 2010a). These properties have been studied considering that the concepts are 

obtained from an ontology, having some taxonomical relation. In fact, we have shown that there is a relation 

between the sets of shared and non-shared superconcepts that permits to prove the triangular inequality.  

When this comparison between terms is done in the context of decision making, it is worth to know the 

metrical properties of the measure, because it may have implications on the results that will be obtained. For 

example, for the particular case of hierarchical clustering, it is interesting to maintain the ultrametric proper-

ties of the dendograms and the Huygens theorem of decomposition of inertia, which are directly related with 

the interpretability of the final results. If the comparison measure is a distance, these properties are guaran-

teed. However, in the field of computational linguistics, the comparison measures proposed usually do not 

fulfill the triangle inequality property, being only similarities but not distances. Thus, this fact should be 

taken into account in each application. 

 

3.1 The clustering method 

 

In the DAMASK project we will study the two main approaches to clustering, selecting one of their most 

representative algorithms. 
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3.1.1 K-means 

The most important algorithm for partitional clustering is called k-means. It is present in most statistical 

software packages (see Deliverable D3). The k-means is the most well-known centroid algorithm (Forgy 

1965; MacQueen 1967). The method attempts to find a number k of clusters fixed a priori, which are repre-

sented by its centroid. Method k-means uses the squared error criterion (MacQueen 1967) as criterion func-

tion.  The steps of this clustering algorithm are the following: 

 
A priori:  Determine the number K of partitions 

Step 1) Select k seeds, one per class: randomly 

        or based on some prior knowledge, and consider them as cluster cen-

troids. 

Step 2) Assign each object to the nearest cluster (i.e. the cluster proto-

type or centroid) on the basis of the similarity function. 

Step 3) Recalculate the centroid of each cluster based on the current par-

tition. 

Step 4) Repeat steps 2)–3) until there is no change for each cluster or 

when a number of beforehand defined iterations is done. 

 

 

Notice that in Step 2, the compatibility function proposed before can be used to find the nearest cluster to 

any of the prototypes, which are represented as the objects (with numerical, categorical and semantic fea-

tures).  

In this algorithm a second component must be studied: the prototype construction. Prototypes or cen-

troids are fictitious objects that represent the members of a cluster. In general, a centroid is defined as a typi-

cal example, basis, or standard for other elements of the same group. In practice, a centroid of a dataset is a 

vector that encodes, for each attribute, the most representative value of the objects found in the dataset. 

Methods for centroid construction are mainly devoted to numerical and categorical datasets, focusing on the 

numerical and distributional properties of data. Semantic attributes, on the contrary, consist on labels 

referring to concepts with a specific semantic content (i.e., meaning), which cannot be evaluated by means of 

classical numerical operators. Hence, the centroid of a cluster with semantic attributes should be the concept 

that best represents/preserves the semantics of the original terms. Semantically-grounded methods aiming to 

construct centroids for textual datasets are scarce, they are mainly limited to the use of the LCS (Least 

Common Subsummer) of the terms that is found in an ontology (Abril, et al., 2010, Erola, el al., 2010). 

3.1.2 Ward’s method 

We have focused on agglomerative methods that have been more used and are present in most of the soft-

ware packages for clustering (see Deliverable D3). 

Agglomerative clustering starts with n clusters each of them including exactly one object and then con-

secutive merge operations are followed out to end-up with a single cluster including all individuals. This 

follows a bottom-up approach. The general agglomerative clustering can be summarized by the following 

procedure: 

 
Step 1) Start with n singleton clusters and calculate the distances matrix between 

clusters. 

Step 2) Search the pair of clusters that optimizes the aggregation criterion, which 

is a function of the distances matrix, and combine in a new cluster. 

Step 3) Update the distances matrix by computing the distances between the new clus-

ter and the remaining clusters to reflect this merge operation. 

Step 4) Repeat steps 2)–3) until all objects are in the same cluster. 
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The aggregation criterion is a function of the distances matrix and the different aggregation criteria pro-

vide the different hierarchical clustering methods. The Minimum-variance loss or Ward’s method (Ward 

1963) has some mathematical properties that are interesting. This criterion consists of taking the clusters that 

minimize the loss in the inertia between classes and aggregate them. Since the inertia between classes is re-

lated with the information contents of the data set in the sense of Shanon theory (demonstrated by Benzecri 

(Benzecri 1973) this method obtains a more optimum partition of the objects. Moreover, when the compari-

son between objects is performed by means of a distance, the Huygens theorem of decomposition of inertia 

holds and a recursive expression can be used to calculate the loss in the between-classes inertia due to a cer-

tain merge between two clusters, on the basis of the inertia within those two clusters.  

 

 

3.2 Experimentation 

 

In order to study the improvement of semantic information in knowledge extraction, we have selected a 

hierarchical clustering algorithm. As explained, this approach exhibits some good properties in order to dis-

cover the hierarchical relations among objects. In order to facilitate the testing and analysis of the results, we 

have taken a software system named KLASS.  

The semantic similarity measure SC and the compatibility measure proposed have been integrated into 

the KLASS software system (Gibert and Cortés 1998; Gibert, Nonell et al. 2005) with the collaboration of 

Dr. Karina Gibert, responsible of the KLASS software. In fact, the experimentation that will be explained in 

this section has been part of the Ph.D Thesis of Montserrat Batet, directed by Dr. Aïda Valls and Dr. Karina 

Gibert. 

KLASS was specially designed for integral knowledge discovery from databases (KDD) by combining 

statistical and Artificial Intelligence tools. KLASS provides, among others, tools for descriptive data analysis, 

sequential data analysis, clustering, classes interpretation  (in this thesis the most used one will be Class Pan-

el Graph) and reporting, offering a friendly graphical interface. A Class Panel Graph is compact graphical 

displaying of the conditional distributions of the variables against the classes which evidences the particulari-

ties of classes and contributes effectively to quick understanding of the meaning of them (Gibert, Garcia-

Rudolph et al. 2008). KLASS includes different clustering algorithms, as the reciprocal neighbours hierar-

chical algorithm with the Ward’s criterion, which we have used for experimentation. It may graphically rep-

resent the resulting dendrogram and it can recommend the final number of classes using a heuristic based on 

Calinski-Harabaz criterion (Calisnski-Harabaz 1974). At the moment, this tool has been modified to include 

semantic features and obtain some first results to study the effect of this component in the quality of the clus-

ters obtained. 

As a first study, we have analysed the influence of including semantic information in clustering and the 

influence of using different semantic similarity measures in the results of clustering. The case of touristic city 

destinations has been considered, including 2 numerical, 2 categorical and 5 semantic features. We specially 

designed a data set with a balance between non-semantic and semantic information. Next section gives more 

details about this experiment. 

This dataset of touristic destinations has been also used to perform an analysis of the influence of chang-

ing the semantic similarity measure. From the wide range of available semantic similarity approaches, we 

have centred our study on those measures that are based on the taxonomical exploitation of the ontology, as 

argued before. 
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The results have shown that those similarities that correlate better with human ratings in a standard 

benchmark, also provide more accurate and refined clusters (Batet, Valls et al. 2010b).This is an interesting 

result because it indicates that simple tests based on correlations between pairs of words can be performed to 

evaluate the similarity measures before incorporating them into a more complex and time-consuming cluster-

ing algorithm. For this reason, we have performed the following tests using the Superconcept-based distance, 

which obtained the highest correlations at an acceptable runtime. 

In the next experiment, we tested our approach with real data using a dataset obtained from a survey 

done to the visitors of a Natural Protected Park. This data was given by our partners in the DAMASK pro-

ject: the Parc Científic Tecnològic de Turisme i Oci (PCTTO).  

In 2004, the Observatori de la Fundació d’Estudis Turístics Costa Daurada conducted a study of the 

visitors of the Ebre Delta Natural Park (Spain), with the funding of the Spanish Research Agency. The Ebre 

Delta is one of the largest wetlands areas in the Western Mediterranean that receives many tourists each year 

(about 300.000). It is considered a Bird Special Protection Area. The data was obtained with a questionnaire 

made to 975 visitors to Ebre Delta Natural Park between July and September 2004. The questionnaire was 

designed in order to determine the main characteristics of the tourism demand and the recreational uses of 

this natural area. It consisted of 17 closed-ended nominal questions, 5 numerical questions and 2 questions 

that evaluate the satisfaction of the visitor with a fixed numerical preference scale (Likert-type).  

The analysis and results are available in some publications (Batet, Valls et al. 2010c; Batet, Gibert et al. 

2011), as well as in the Ph.D. Thesis documentation (Batet, 2011). 

The results show that a semantic clustering approach is able to provide a partition of objects that consid-

ers the meaning of the textual values and, thus, the result is more interpretable and permits to discover se-

mantic relations between the objects. The method has produced a more equilibrated grouping that non-

semantic approaches and provides useful knowledge about the characteristics of the visitors. In short, with 

this semantic clustering we obtain the richest typology of visitors. Here, different targets of visitors are clear-

ly identified, from the group of older people that comes only for the beach and makes long stays, to the 

group of young people from the neighbourhood that visits the Ebre Delta Natural Park for its natural interest. 

Moreover, the clusters are able to also identify differences in these groups, mainly based on their origin, dif-

ferentiating between foreigners, national and regional visitors, and also based on the preparation of the trip 

(visitors who have a reservation from visitors that have not). Finally, we discover a group that uses camping 

as staying form, which determines that this kind of visitors has a specific behaviour with respect to the Park. 

 

3.3 Case study: tourist destinations 

 

For this study we considered a reduced dataset of cities which are tourist destinations. WordNet has been 

used for the semantic similarity calculation. The data matrix contains 23 cities from all over the world. Each 

city is represented with a vector of 9 features extracted from Wikipedia: two numerical features (population 

and land area), two categorical features (continent and city ranking) and five qualitative features (country, 

language, geographical situation, major city interest and geographical interest).  

The cities have been clustered under two different approaches: 

- treating all the variables as simple categorical variables, as available before this research, and 

- taking advantage of the additional semantic information about the features, so managing as semantic 

variables, using WordNet ontology for better treatment of semantic variables. 
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Differences in the results will be directly assignable to the benefit of using the generalized compatibility 

measure in the clustering process, i.e. to the fact that the semantics provided by a background ontology is 

taken into the account in the process. 

 

Table 1. Feature values for the cities.  

Feature Values 

City ranking country capital, state capital, city or village 

Geographical situation valley, plain, island, coast, island, mountain range, mountain, lake, archi-
pelago 

Major city interest cathedral, basilica, business, shopping center, government structure, 
office building, basilica, monument, historical site, church, mosque, rec-
reational structure, ski resort, tourism, viewpoint, theatre 

Geographical interest river, coast, bay, lake, mountain, beach, volcano, cliff, crater, ocean 

Continent Asia, Africa, North America, South America Antarctica Europe, Australia 

Country France, Usa, Canada, Spain, Venezuela, Cuba, Andorra, Switzerland, 
Portugal, Italy Egypt, Australia 

Language French, English, Spanish, Catalan, Portuguese, Germany, Italian, Arabic 

Population 1..10000000 

Land area 0..5000 

 

 

3.3.1 Clustering without considering semantic information 

 

In this case, semantic features are treated as ordinary categorical features, which uses Chi-squared distance 

for categorical variables. So, the different features are considered as: numerical (population, land area), cate-

gorical (continent, city ranking, country, language, geographical situation, major city interest, major geo-

graphical interest). 

Figure 3 shows the dendrogram resulting from clustering. Apart from a trivial cut in two classes, which is 

not informative enough, the dendrogram seems to recommend a cut in 8 classes, which results in three sin-

gletons (Interlaken, Montreal and Sydney), 3 classes of two cities C10={Havana, Caracas}, 

C14={PontaDelgada, Funchal}, C7={LosAngeles, NewYork} and the rest of cities divided in two bigger 

groups of 7 cities, one of them (C13) containing all the Spanish cities considered in the study. The following 

descriptions of the clusters can be inferred: 

 Interlaken is the only city near a lake with a ski resort and German-speaking. 

 Montreal is the state capital of Quebec in Canada (North America), it is placed in an island and is interest-

ing for its relative proximity to big lakes. The speaking language is French. In addition, it concentrates 

much office buildings, according to be the second largest city in Canada. 

 Sidney is the largest city in Australia with more than 4 million population. It is the state capital of New 

South Wales. It is situated near the coast and it is English-speaking. It has 5 theatres and the Sydney’s 

Opera House. 

 Class14 is composed by state (autonomous region) capitals from Portugal, they are located in islands or 

archipelagos. The spoken language is Portuguese. Their main interests are the historical site and craters in 

Ponta Delgada, and the viewpoints and cliffs in Funchal. 

 Class10 is composed by country capitals of South America, Spanish speaking. 
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 Class7 is composed by state capitals in USA. They are located either in islands or near the coast. Howev-

er, one of their interest are their bays. New York City is the leading center of banking, finance and com-

munication in USA, and Los Angeles, in addition, have some well-known shopping areas.  

 Class13 is composed by 7 Spanish cities of different sizes. The spoken language is Catalan or Spanish. 

They have a wide diversity of interests. 

 Class12 is the most heterogeneous one. It contains 7 elements either country capitals or villages from 

different countries and continents, with a wide diversity of cultural or geographical interests. 

 

Although the results are quite coherent, it seems that country and language directed the grouping and 

monuments geography or situation have not influenced very much the partition. Consequently, the final 

grouping is not taking into account that cities in the coast might have more in common that those for skiing, 

for example. 

For better comparison with the results obtained when considering the ontological information, a cut in 5 

classes has been also analyzed. In this case, classes contain cities very heterogeneous among them. As usual 

in real complex domains (Gibert, Garcia-Rudolph et al. 2008) there is a very big class of 15 cities quite het-

erogeneous which seems to share all type of cities (Batet, Valls et al. 2008). After that, classes of two or 

three cities appear and it is difficult to understand the underlying criteria for such a division (for example, 

Montreal is added to the class of Ponta Delgada and Funchal, which seems to make no sense at all). 

 

 

Figure 3. Dendogram without considering ontologies. 
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3.3.2 Clustering with semantic information 

 

In this case, 4 variables were treated as semantic using the WordNet ontology in the similarity assessment: 

country, language, geographical situation and major interest. Continent and city ranking are treated as cate-

gorical. The proposal presented in section 2.1 has been used to compare de values of semantic features. 

Figure 4 shows the resulting dendrogram, quite different from Figure 3 and producing groups more equili-

brated in size. 

After studying the structure of the tree, a 5-classes cut is selected. In this case, the interpretation of clus-

ters looks more coherent: 

 Class10 has country capitals from Latin cultures (Cuba, Venezuela, Italy) speaking Romance languages 

with religious architecture as main interest. 

 Class0 contains country capitals from Atlantic cultures (France and USA) located in valleys near a river. 

 Class15 corresponds to big cities. All of them are state capitals of North America or Australia, located in 

islands or near the coast. The main interests are business or shopping (Theatre for Sydney), and the spo-

ken language is English (French in Montreal) such as New York or Los Angeles. 

 Class14 contains European small cities, all of them located near big mountains. The main interests are ski 

and recreational infrastructures. 

 Class18 contains Iberian cities (Spain and Portugal). Most of them small cities in the coast or islands not 

located in mountains, which can have volcanoes or craters (Funchal and Ponta Delgada), except Madrid 

and Cordoba, in plain, and Lleida in valley. Their main interests are religious monuments or other histori-

cal sites. All cities speaks romance language and many are placed near the sea. 

 

 

Figure 4.  Dendrogram using ontologies. 
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Here, the meaning of the classes is clearer and more compact, and the underlying clustering criteria is a 

combination of several factors, as location, geography and main interests, which reminds more to a multivar-

iate treatment of the cities.  

 

3.4 Discussion 

In this section we have seen how semantic similarity measures can be integrated into the clustering algo-

rithms by means of a compatibility measure that is capable of combining the contribution of a set of numeri-

cal, categorical and semantic features.  

The case of the Ward’s clustering method has been studied because it assures that the clusters obtained 

exhibit some interesting properties, which permits to obtain an optimum partition of the objects under some 

conditions. Moreover, the fact of building a hierarchical structure (i.e. dendogram) permits to have a visual 

representation of the relations between the objects at different levels, which is much more informative than 

having a single partition, like in the k-means algorithm. 

The case of touristic city destinations has been considered, including 2 numerical, 2 categorical and 5 

semantic features. This data set had a balance between non-semantic and semantic information. A first study 

let us know that those similarities that correlate better with human ratings in a standard benchmark, also pro-

vide more accurate and refined clusters. This is an interesting result because it indicates that simple tests 

based on correlations between pairs of words can be performed to evaluate the similarity measures before 

incorporating them into a more complex and time-consuming clustering algorithm.  

A second study has been done comparing the results obtained when textual data is treated as categorical 

or as semantic data. Since the dataset is small, we can easily visualize the dendograms using KLASS soft-

ware (as well as extract some statistics and other representation forms of the clusters). These results have 

been reported in this deliverable, illustrating that the clusters obtained when the data is interpreted with on-

tologies are much more clear and coherent than when only using the traditional categorical methods. 
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4 Final conclusions and remarks 

From the research conducted in task 2-3, which includes the developed similarity measures and their applica-

tion into a clustering method, we can extract the following conclusions: 

 

- The knowledge representation provided by ontologies is a powerful tool to assess the semantic similarity 

between terms or concepts. Although there are different approaches, the results obtained with the ontolo-

gy-based similarity measure presented in section 2.2 (called Superconcept-based distance, SC) show that 

it is able to improve most of related works when evaluated using standard benchmarks. 

- The Web can be considered a valid corpus from which extract statistics of the real distribution of terms in 

the society. In particular, available information retrieval tools (Web search engines) can be exploited in 

order to compute the information content of words. The presented approach to compute the IC from the 

Web in a contextualized manner (section 2.3) permits to redefine classical measures based on the IC of 

terms in a way that they can be applied to the Web instead of domain corpora. This overcomes data 

sparseness problems caused by their reliance on –reduced- tagged corpora.  

- The use of the Web to contextualize collocation measures (section 2.4) also leads to better results than the 

related works.  

- From the different proposals presented, we have selected the SC similarity measure to be used in the clus-

tering process. The reasons are: its high accuracy, stability, its low computational cost, the fact that it does 

not depend on tuning parameters and the availability of large and detailed general-purpose and domain-

specific ontologies. 

- Semantic clustering can be achieved using a compabilitity measure. The use of a compatibility measure in 

order to compare objects described by different features allows the analysis of the different values, main-

taining their original nature, without making any transformation. So, there is no a priori loss of infor-

mation produced by previous transformations and avoids taking previous arbitrary decisions that could 

bias results.  

- Semantic clustering is able to provide a partition of objects that considers the meaning of textual terms. 

The results obtained in the tests show that a semantic clustering approach is able to provide a partition of 

objects that considers the meaning of the textual values and, thus, the result is more interpretable and 

permits to discover semantic relations between the objects. The method enriches the results and provides 

useful knowledge about the characteristics of the objects.   

 

Since this task has been done before starting the implementation of the Personalized Recommender Sys-

tem (task 3), we have used an statistical software to test the algorithms developed in this task. In particular 

the KLASS software was selected because it has been specially designed to deal with knowledge discovery 

with advanced AI techniques. KLASS considers only hierarchical clustering methods, so it has not been pos-

sible to test the behaviour of partitional algorithms like k-means. From the tests done, we have seen that the 

time consumption of the Ward’s method can be a problem for the problem addressed in this project: the dy-

namic recommendation of touristic destinations. For this reason, we have started to consider the use of k-

means. 

The advantages of the k-means algorithm are its simplicity and its time complexity (can be used to cluster 

large data sets). The stopping criterion usually needs a small number of iterations making this algorithm very 

efficient. In fact, it has been used in very large data sets. Although there are also some disadvantages, they 

can be partially solved with some variants that have been already proposed (see deliverable D3). With re-

spect to the parameters needed a priori: the number of clusters and the initial prototypes, we think that they 
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are not critical in the case of building groups of similar touristic destinations, because we can build some 

stereotypes from statistical data. We have already done some work on this direction together with our part-

ners of the PCTTO, see (Borràs et al. 2011). 

Finally, it is worth to note that both the developed semantic similarity and the semantic clustering tools 

are general enough to be integrated into other data analysis techniques. The unique requirement is to have, at 

least, one ontology associated to the semantic features. In this regards, we have seen in this work that ontolo-

gies are becoming available in many different domains. Moreover, as the comparisons between the values of 

semantic features are done by means of an ontology-based similarity measure, without relying on the availa-

bility of a domain corpus and any kind of parameter tuning, their applicability in different tasks and scenari-

os is guaranteed. 
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